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Internal Validity 
 

 If a study has internal validity, then you can be confident that the dependent variable was caused 
by the independent variable and not some other variable.  Thus, a study with high internal validity permits 
conclusions of cause and effect.  The major threat to internal validity is a confounding variable:  a 
variable other than the independent variable that 1) often co-varies with the independent variable and 2) 
may be an alternative cause of the dependent variable.  For example, if you want to investigate whether 
smoking cigarettes causes cancer, you will need to somehow control for other possible causes of cancer 
that tend to vary with smoking.  Each of these other possible causes is a potential confounding variable.  
If people who smoke more also tend to experience greater stress, and stress is known to contribute to 
cancer, then stress could be a confounding variable.  Not every variable that tends to co-vary with the 
independent variable is an equally plausible confounding variable.  People who smoke may also strike 
more matches, but if striking matches is not plausibly linked to cancer in any way, then it is generally not 
worth considering as a serious threat to internal validity. 

 Random assignment.  The most common procedure to reduce the risk of confounding variables 
(and thus increase internal validity) is random assignment of participants to levels of the independent 
variable.  This means that each participant in a study has an equal probability of being assigned to any of 
the levels of the independent variable.  For the smoking study, random assignment would require some 
participants to be randomly assigned to smoke more than others.  As this example makes clear, random 
assignment is not always ethical:  if you are fairly confident that smoking does cause cancer, you could 
not ethically assign someone to smoke more.  The usual alternative to random assignment is an ex post 
facto design, also known as a classificatory design, in which participants are assigned to levels of the 
independent variable not randomly but rather according to some characteristic that they already possess.  
For example, people who already smoke could be assigned to the smoking condition, and people who 
don’t smoke could be assigned to the non-smoking condition.  The problem with ex post facto designs is 
that these two groups may differ in many ways other than smoking.  The smoking group may have higher 
levels of stress, they may have poorer quality health insurance, they may exercise less, etc.  Any of these 
differences is a potential confounding variable.  By randomly assigning participants to levels of the 
independent variable, you reduce the risk of any systematic differences between the groups before the 
study begins.  Two groups that have been randomly assigned should, on average, be approximately 
equal to one another on most potential confounding variables.  Because the only systematic difference 
between the groups is the one the experimenter controls – the independent variable – any differences 
between the groups in their dependent variables can be attributed to the independent variable.  Random 
assignment is the sine qua non, or defining feature, of experiments.  If a study does not use random 
assignment, it cannot be called an experiment.  To review:   

1. Internal validity is the confidence you can have that the independent variable is responsible 
(caused) changes in the dependent variable.   

2. Random assignment increases internal validity by reducing the risk of systematic pre-existing 
differences between the levels of the independent variable. 

3. Studies that use random assignment are called experiments. 

Matching. Some independent variables are unethical or impractical for researchers to manipulate 
using random assignment:  smoking, handedness, etc.  In these cases, researchers may opt for a second 
method of improving internal validity:  matching.  Matching is a procedure designed to make the levels of 
the independent variable equal on some potentially confounding variable.  For example, if you are 
concerned that your smoking and non-smoking groups may differ in stress before the study begins, you 
may want to match the groups with regard to stress.  To do this, you would measure the stress level of 
each person in the smoking group and, for each of those people, find a non-smoking person with an 
equal stress level to be in the non-smoking group.  If the two groups are equal with regard to stress, then 
any observed differences in cancer rates cannot be attributed to stress.  Matching can be done on more 
than one variable at the same time.  Whereas matching has to explicitly identify each confounding 
variable that it will control, random assignment takes care of all the confounding variables at the same 
time.  If a researcher fails to match groups on a critical confounding variable, the study is jeopardized.  
Thus, random assignment is generally preferred.  However, it is worth mentioning that random 
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assignment only reduces the risk of pre-existing differences among the groups.  There is always a risk 
that a researcher will accidentally randomly assign all the high-stress people to one group and all the low-
stress people to another group.  As the number of participants in a study increases, this risk decreases. 

In addition to the unique confounding variables that may threaten particular studies (e.g., stress 
threatening research on the smoking-cancer link), there are several threats to internal validity that are 
more general: 

 Participant expectancy effects.  Participants in your study may discover what your study is about 
and act differently.  The features of a study that reveal the hypothesis are called demand characteristics 
because they are thought to “demand” a particular response from participants.  For example, if 
participants learn that they will be in a study on conformity, they may deliberately conform less than they 
would have otherwise.  If the participants in different levels of the independent variable have different 
expectations of how they should respond to the independent variable, then these expectations are a 
potential confounding variable:  observed differences in the dependent variable among the groups may 
actually be due to expectations rather than the independent variable.  An example of this is the placebo 
effect.  A placebo is a “false treatment” that is designed to look like a real treatment.  Drug researchers 
often give one group of participants a pill with some inert substance in it and the other group the real 
drug.  The pill with the inert substance is called a placebo.  A placebo effect occurs when merely 
expecting a certain effect is sufficient to produce the effect.  Placebo effects have been observed for 
intoxicating substances, painkillers, mood enhancing drugs, and even hallucinogens.  Given the power of 
participant expectations, it is important that participant expectations be carefully controlled in an 
experiment.  The simplest way of controlling expectations is with a blind study.  In a blind study, 
participants are kept blind to the level of the independent variable to which they have been assigned.  
They may know that they are watching a videotape, for example, but they would not be aware they are 
watching the “high-status speaker” version of the videotape while other participants are watching the “low-
status speaker” version. 

 Experimenter expectancy effects.  Rosenthal and Fode (1963) conducted a study in which 
research assistants were told that they would be training rats for a study on maze performance.  Some 
assistants were told that their rats were “maze-bright” while others were told their rats were “maze-dull.”  
In fact, all of the rats were carefully screened to have the same ability – only the assistants’ expectations 
differed.  When the day came to test the rats, however, a change was observed:  the “maze-bright” rats 
were faster than the “maze-dull” rats.  How could this be, if the rats were all the same?  The answer is 
that the research assistants treated the rats differently during the training period, unintentionally 
encouraging the maze-bright rats but not offering special assistance to the maze-dull rats.  If rats respond 
to experimenter expectations, then the more cognitively sophisticated species of homo sapiens is likely to 
as well.  Experimenters may inadvertently communicate demand characteristics to participants in a 
variety of ways – treating one group in a more tense or relaxed manner, taking one group more seriously 
than the other, etc.  These differences in treatment could become confounding variables that threaten the 
internal validity of a study.  To control for experimenter expectations, a double blind study is used.  In a 
double blind study, neither participants nor the experimenters with whom they directly interact are 
informed about the level of the independent variable to which participants have been assigned.  To create 
a double-blind study, researchers sometimes hire temporary research assistants who do not learn the 
hypotheses of the study until after the study is concluded.  If it is not possible to use a double-blind study 
(e.g., because extra research assistants are not available), other ways to reduce experimenter 
expectancy effects are to standardize interactions with participants by training experimenters to be 
consistent and by using a script. 

 Special threats to internal validity in within-subjects designs.  There are many potential threats to 
internal validity with within-subjects designs, in which participants receive more than one level of the 
independent variable.  These will be covered when we discuss within-subjects designs. 
 


